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ABSTRACT- This research aims to improve student 
performance predictions using a combined SVM (Support 

Vector Machine) and radial basis function (RBF) approach. 

The developed model utilizes a combination of the 

strengths of SVM in handling class separation and the 

ability of RBF to capture complex patterns in data. Student 

assessment data, including math, reading, and writing 

scores, is used as a feature to predict student performance 

on tests. Preprocessing steps, including feature 

normalization and label encoding, are applied to prepare the 

data for model training. Next, the SVM model with the 

RBF kernel is initialized and optimized using 

GridSearchCV to find the best parameters. Model 
evaluation was carried out using the R2 metric to evaluate 

how well the model predicts student performance. 

Experimental results show that the combined SVM-RBF 

approach can improve student performance predictions with 

fairly accurate prediction results of 88%. The practical 

implication of this research is the development of a more 

accurate model for predicting student performance, which 

can be used as a tool to improve educational interventions 

and decision-making in educational institutions. 
 

KEYWORDS- Support Vector Machine, Radial Basis 

Function, Student Performance, Combined SVM, Student 

Assessment Data. 

I. INTRODUCTION 

Education is a vital aspect of community and individual 

development. In the current era of information and 

technology, analyzing students' learning performance has 

become increasingly important to understand the factors 
that influence their academic achievement. Student learning 

performance is influenced by a number of factors, including 

student characteristics, the learning environment, and socio-

economic factors [1]. A deep understanding of the factors 

that influence student learning performance allows 

education providers to identify the challenges students face 

and develop appropriate intervention strategies. In the last 

few decades, data analysis and machine learning techniques 

have become important tools in understanding student 

learning performance patterns to get an idea of student 

learning levels when measuring student success or failure 
[2]. This approach allows educational researchers and 

practitioners to extract insights from available data, identify 

underlying patterns, and predict student behavior and 

performance. Additionally, predictive models can help 

instructors guide students to success in a course and are 
used to determine which activities and material are more 

important for course assessment [3]. Thus, the integration 

of data analysis and machine learning techniques opens the 

door to the development of more effective and evidence-
based educational strategies. 

The Support Vector Machine (SVM) method has become a 

popular machine learning technique for analyzing student 

learning performance [4]. SVM is a powerful learning 

method for classification and regression that has a good 

ability to handle complex and non-linear datasets [5][6]. 

The combination of SVM (Support Vector Machine) with 

other methods or with variations of SVM itself has become 

an important approach in dealing with a number of 

problems in data analysis. One problem that is often faced 

is class imbalance in the dataset, where SVM may not be 

effective in classifying minority classes [7]. In this 

situation, ensemble techniques such as combining SVM 
with oversampling or undersampling methods can help 

improve the performance. Additionally, SVMs sometimes 

have difficulty handling very complex and non-linear 
patterns in the data. 

In this case, the combination of SVM with other non-linear 
classification methods can help improve its capabilities. 

Additionally, SVMs can experience computational 

challenges when applied to very large datasets. The 

combination of SVM with dimensionality reduction 

techniques or by using more structured feature subsets can 

help improve its efficiency and performance on large 

datasets. Finally, the diversity of data features and 

characteristics can also be an obstacle for SVM. In this 

situation, combining SVM with variations of SVM such as 

linear and non-linear SVM or using multiple kernels can 

help overcome this challenge [8]. Through this approach, 

SVM can improve its performance and increase its 
flexibility in handling various types of datasets and 
complex classification problems. 

The use of Radial Basis Function (RBF) kernels in SVM 

allows the model to capture complex structures in data [8]. 

The RBFNN method implements mathematical functions 

that are often used in modeling and data analysis [9][10]. 
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The RBF kernel converts the original feature space into a 

higher-dimensional feature space, where the data points 

become more linearly separated. This allows SVM to 

separate classes of data that may not be linearly separated in 

the original dimensions. Thus, the use of SVM with an RBF 
kernel can be very useful in analyzing students' learning 

performance, especially when there are complex 

relationships between factors that influence their 

performance. This study aims to analyze student learning 

performance using the SVM method with the RBF kernel, 

with the aim of identifying patterns and factors that have the 

most influence on student academic achievement. Thus, this 

research has the potential to provide valuable insights for 

education providers in the development of more effective 

strategies to improve educational quality and student 
learning performance. 

The study will combine student test score data with various 

student attributes, such as gender, ethnicity, parental 

education level, lunch, and participation in test preparation 

courses. By utilizing SVM with an RBF kernel, this 

research aims to identify the most significant factors 

influencing student learning performance. This research has 
important relevance in the context of educational 

development, as it can provide valuable insight into the 

factors that influence student learning performance. The 

results of this research can be used to inform education 

policy and develop intervention strategies that are more 

effective in improving the quality of education. The 

proposed research has significant relevance and 

contribution in the fields of education, machine learning, or 

data analysis. 

II. METHODOLOGY 

The following are the research steps for studying student 

performance using the Support Vector Machine (SVM) 

method with a Radial Basis Function (RBF) kernel:  

 

 
Figure 1: Proposed Methods 

The following are the research steps for each step 
implemented in Figure 1 can be described as follows:  

1. The first step is to collect data that is relevant to 

the problem you want to solve. In this case, data 

regarding student exam results is collected in a 

CSV file.  

2. Data often requires preprocessing before being 

used for model training. In this program, 

preprocessing steps include feature normalization 

using XScaled to ensure uniform scaling as well as 

label encoding to convert categorical variables to 
numeric format.  

3. The data is divided into two subsets, namely 

training data and test data. This process allows us 

to train a model on training data and test its 

performance on previously unused test data.  

4. The SVM (Support Vector Machine) model with 

the RBF (Radial Basis Function) kernel is 

initialized and trained on the data used. This model 

will be used to predict students' math scores based 

on other features.  

5. To improve the performance of the model, we can 
optimize certain parameters of the model. In this 

program, we use GridSearchCV to search for the 

best combination of parameters (C and gamma) for 

the SVR model.  

6. The trained model is evaluated using test data to 

measure its performance. In this program, we use 

the R2 metric to evaluate how well the model 

predicts a student's math score. Performance using 

the Support Vector Machine (SVM) method with a 

Radial Basis Function (RBF) kernel. 

A. Datasets 

Data used for analysis of student performance, such as test 

scores, student demographic information (gender, ethnicity, 

and parental education level), information about lunch, and 

whether the student took a test preparation course. This data 

was obtained from the internet page at the address: 

https://www.kaggle.com/datasets/bhavikjikadara/student-
study-performance. The attribute information from the 

dataset used can be seen in Table 1 below. 

 

Table 1: Datasets 

Attributes Description Value 

Gender  Sex of students Male/female  

Race/ethnicity Ethnicity of 

students 

A, B,C, D, E 

Parental level 

of education 

Parents' final 

education 

bachelor's degree, some 

college, master's degree, 

associate's degree, high 

school 

Lunch Having lunch 

before test 

standard or free/reduced 

Test Test 

preparation 

course 

complete or not complete 

before test 

Math Math score 0 - 100 

Reading Reading score 0 - 100 

Writing Writing score 0 - 100 

 

B. Preprocessing Data 

In the data preprocessing stage, the first step is feature 

normalization using Xscaled. This process is carried out to 

ensure that all numerical features, such as math, reading, 

and writing scores, are on a uniform scale. Feature 

normalization can be represented by the following equation 

1. 
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𝑋 𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋−𝜇

𝜎
 (1) 

Where: Xscaled is a normalized feature; X is a native 

feature; μ is the average of the original features; and σ is the 
standard deviation of the original feature. 

The next step is label encoding to convert the categorical 

variable into a numeric format. This process is carried out 

so that the SVM model can process these variables as input. 

After that, data cleaning is carried out by deleting rows that 

have empty values (NaN). This process is carried out so that 

only complete data is used in model training. 

C. Data Split 

Dividing a dataset into a training set and a testing set is a 

crucial step in developing a machine learning model. The 

training set is a subset of the dataset used to train the model, 

where the model learns patterns from existing and technical 

features with the desired output. The use of this training set 

helps the model identify underlying patterns in the data. On 

the other hand, a test set is a portion that is removed from a 

dataset to test the performance of a drilled model.  

The data in the test set is never used in the training process, 

so it can provide an objective evaluation of the model's 

ability to generalize to new data. The proportion of data 
sharing can vary, but generally most of the data is allocated 

to the training set, while the rest is allocated to the test set. 

This data sharing helps avoid overfitting, where the model 

“memorizes” the training data and fails to generalize to new 

data. By separating data sets into training and test sets, we 

can ensure that machine learning models can provide 

accurate and reliable predictions on never-before-seen data 

D. Inisialisasi SVM-RBF 

Implementing a Support Vector Machine (SVM) with a 

Radial Basis Function (RBF) kernel involves selecting the 

necessary parameters, such as C and gamma parameters 

[11], as well as the model training process using training 
data. 

The C parameter controls the trade-off between the margin 

and the number of classification errors accepted by the 

SVM model [12]. Larger C values lead to larger penalties 

for misclassification, which can result in tighter decision 

boundaries. Conversely, a smaller C value results in a larger 
margin, which can increase tolerance for misclassification. 

The gamma parameter controls the model's flexibility with 

respect to the training data. Larger gamma values cause the 

RBF kernel function to be more sensitive to differences 

between training data. Smaller gamma values result in 

wider RBF kernel functions, which can result in smoother 

decision boundaries. The equations for the SVM model 

with the RBF kernel are not included in this step because 

this step is more focused on parameter setting and model 
preparation.  

Training a Support Vector Machine (SVM) model with a 

Radial Basis Function (RBF) kernel involves optimizing 

parameters and adjusting weights to minimize the SVM loss 

function. In general, there is no single mathematical 

equation that covers all the steps in SVM model training. 

However, some concepts can be explained in the form of 
more general equations. The SVM Objective Function 
(Hinge Loss) [13]: 

 𝐿𝑜𝑠𝑠(𝑦, 𝑓(𝑥)) = ∑ 𝑚𝑎𝑥 (0,1 − 𝑦𝑖𝑓(𝑥𝑖))𝑛
𝑖=1   (2) 

Where: 

yi is the label of the ith data sample. 

f(xi) is the mapping function of the SVM model on the 

i-th data sample. 

If yif(xi) ≥ 1, then the loss is 0, which means the 
sample is classified correctly and does not contribute 

to the loss. 

If yif(xi)<1, then there is a classification error, and the 

loss will increase according to the difference between 

1−yif(xi). 

 

The RBF Kernel Functions [14]: 

 

𝐾(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 (−𝛾 ∥ 𝑥𝑖 − 𝑥𝑗 ∥2) (3) 

Where: xi and xj are the two feature vectors to be compared; 

and 𝛾 is an RBF kernel parameter that controls the 

flexibility of the model. The smaller the value of γ, the 

wider the radius of the kernel function. The SVM Decision 
Function [15]:  

𝑓(𝑥) = ∑ 𝑠𝑖𝑔𝑛(𝛼𝑖𝑦𝑖𝐾(𝑥, 𝑥𝑖) + 𝑏)𝑚
𝑖=1  (4) 

Where: αi is the Lagrange coefficient associated with the 

feature vector xi; yi is the label of the feature vector xi; and 
b is the bias that affects the position of the hyperplane. 

In essence, training an SVM model with an RBF kernel 

involves adjusting the parameters α and b such that the 

SVM decision function minimizes a loss function, which is 

usually a combination of a loss and regularization function 

that controls the complexity of the model.  

III. RESULT AND DISCUSSION 

A. Results 

In this research, the SVM model is evaluated using several 
key parameters, namely the kernel, C parameters, and 

gamma parameters. The kernel is a mathematical function 

that is used to convert the feature space to a higher-

dimensional space so that the data can be separated linearly. 

The C parameter determines how hard the SVM model will 

handle margin violations (misclassification) in the training 

data. The higher the C value, the harder the model will 

handle margin violations, which can result in overfitting. 

Meanwhile, the gamma parameter controls how far one data 

sample influences other data samples. The higher the 

gamma value, the smaller the influence range of one data 
sample. 

In evaluating the performance of SVM models, relevant 

evaluation metrics such as the R2 score are used. The R2 

score is a coefficient of determination that measures how 

well the model can explain variations in the data. The R2 

score value ranges from 0 to 1, where a higher value 

indicates better model performance in predicting the data. 
Performance evaluation is carried out on training data and 

testing data to ensure that the model is able to generalize 

patterns learned from training data to new, never-before-

seen data. Thus, the use of appropriate SVM parameters and 

a comprehensive evaluation of model performance are key 

to ensuring the success of the SVM model in predicting 

student performance in exams. 

The results of the tests carried out can be seen in Table 2 

below: 
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Table 2. The Performance Results of Student Performance 

Prediction Model 

Methods R2 Score 

SVM 0.87 

DT 0.73 

RF 0.86 

SVM-RBF 0.88 

 

Table 2 shows the R2 score of the four machine learning 

methods tested, namely SVM (Support Vector Machine), 

DT (Decision Tree), RF (Random Forest), and SVM-RBF 

(Support Vector Machine with RBF kernel). The results 

provided are the R2 score (coefficient of determination) 
from several machine learning methods tested. 

1. SVM has an R2 score of 0.87, indicating that the 

SVM model can explain about 87% of the 

variation in student performance data in exams.  

2. DT has an R2 score of 0.73, which indicates that 

the decision tree model is able to explain around 
73% of the variation in the data.  

3. RF has an R2 score of 0.86, indicating that the 

Random Forest model is able to explain around 

86% of the variation in the data, almost equivalent 

to SVM.  

4. SVM-RBF has an R2 score of 0.88, indicating that 

the SVM model with the RBF (Radial Basis 

Function) kernel is able to explain around 88% of 

the variation in the data, slightly higher than the 

regular SVM model. 

 

From these results, it can be seen that the SVM model with 
the RBF kernel has the best performance in predicting 

student performance in the exam, followed by the SVM, 

RF, and finally DT models  

B. Discussion 

In this research, model performance evaluation is an 

important aspect that is carefully analyzed. An analysis of 
the results of the performance evaluation of the SVM model 

was carried out in both the training and testing phases. 

Evaluation metrics such as the R2 score or accuracy are 

used to assess the extent to which the SVM model is able to 

predict student performance in exams. Additionally, a 

comparison of the performance of the SVM model with 

combined SVM approaches, such as SVM with the RBF 

kernel, was performed to gain a deeper understanding of the 

relative performance of each model. A discussion of factors 

influencing model performance is also warranted, including 

feature selection, SVM parameter optimization, and the 
impact of combined SVM approaches. This will help clarify 

how these factors contributed to the results observed in this 

study. Next, the advantages of combined SVM approaches, 

such as SVM with an RBF kernel, will be compared with 
those of single SVM.  

This analysis will address the potential for improving the 
prediction performance of student study performance as 

well as possible improvements to the interpretability or 

flexibility of the model. The implications of the research 

findings for educational practice and future research will 

also be discussed in detail, including recommendations for 

further development of models or modeling strategies. In 

addition, research limitations will also be identified, such as 

sample size, data sources, or analysis methods used, along 

with a discussion of how these limitations may affect the 

interpretation of results and generalization of findings. By 

considering all these aspects, this research will provide a 

more holistic understanding of the performance of SVM 
models and their contribution to the prediction of student 

performance in exams 

IV.  CONCLUSION 

The conclusion of this research shows that a combined 

approach between support vector machines (SVM) and 

radial basis functions (RBF) is able to improve predictions 

of student performance. Evaluation of the performance of 

the SVM model shows good results, with an R2 score of 

0.87. However, the SVM approach combined with the RBF 
kernel gives slightly better results, with an R2 score of 0.88. 

Factors such as feature selection, SVM parameter 

optimization, and combined SVM approaches play an 

important role in improving model performance. The 

advantage of the combined SVM approach lies in its ability 

to capture complex patterns in the data, thereby improving 

the prediction performance of student study performance. 

The implications of this research finding are highly relevant 

for educational practice and future research, especially in 

the development of more accurate and effective student 

performance prediction models. 
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