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ABSTRACT- Credit risk assessment is an important 

process in financial institutions to minimize potential losses 

due to non-performing loans. This study aims to apply a 

machine learning approach in classifying credit risk using 

the German Credit Dataset. The research method includes 
exploratory data analysis, data preprocessing, and the 

application of the Logistic Regression algorithm as a 

classification method. The dataset consists of numerical and 

categorical attributes that represent the financial and 

demographic characteristics of the credit applicant. The test 

results showed that the built model produced an accuracy 

rate of 66% on the test data, with a recall value for the high-

risk class of 68%. These results suggest that machine 

learning approaches can be used as a decision support 

system in credit risk assessment, although further 

development is still needed to improve classification 
performance. 

KEYWORDS- Credit Risk, Machine Learning, 
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I. INTRODUCTION 

Credit risk management has a very important role in 

maintaining the sustainability of financial institution 

operations. One of the main challenges faced by banks and 
finance institutions is identifying credit applicants who 

have the potential to default. The conventional credit 

scoring process generally still relies on manual evaluations 

and certain rules, so it is less able to capture complex 

patterns in credit data. 

The development of information technology encourages the 

use of machine learning techniques in credit risk analysis 

[1], [2], [3]. Machine learning is capable of processing large 

amounts of data and identifying hidden patterns that can 

improve the quality of decision-making [4], [5]. Various 

studies have shown that the classification approach can be 
used to distinguish between low-risk and high-risk credit 

applicants more systematically. 

Based on this background, this study applied the Logistic 

Regression algorithm to classify credit risk using the 

German Credit Dataset [6]. Logistic Regression was chosen 

because of its simple and easy-to-interpret nature, making 

it suitable for use in the context of financial decision-

making [7], [8], [9]. It is hoped that the results of this study 

can provide an overview of the use of machine learning as 

a tool in credit risk assessment. 

II. RESEARCH METHODOLOGY 

This study uses a quantitative approach with a supervised 

machine learning method to classify credit risk. The 

research stages are systematically arranged which include 

data collection, exploratory data analysis (EDA), data 
preprocessing, classification modeling, and model 

performance evaluation. 

A. Research Dataset 

The dataset used in this study is the German Credit Dataset 

obtained from the Kaggle platform [6]. This dataset consists 

of 1000 credit applicant data with 20 predictor attributes 
that reflect the demographic characteristics and financial 

condition of customers, as well as one target attribute that 

represents credit risk, namely the good and bad categories. 

B. Exploratory Data Analysis (EDA) 

The exploratory data analysis stage is carried out to 
understand the characteristics and quality of the data before 

the modeling process. This analysis includes examining the 

data structure, identifying data types, checking for missing 

values, and analyzing the distribution of the target class. 

The EDA results showed that the dataset had no lost value, 

but the distribution of the target class was unbalanced, 

where the amount of good credit data was greater than the 

bad credit. This condition shows that there is a class 

imbalance problem that needs to be considered at the 

modeling stage. In addition, an analysis of numerical and 

categorical attributes was carried out to understand the 

pattern of relationships between features and credit risk. 
The results of this analysis are used as a basis for 

determining the appropriate data preprocessing method. 

C. Pre-processing Data 

In the pre-processing stage of the data, categorical attributes 

are converted into numerical form using the one-hot 
encoding technique. The target variable is converted into 

numerical form for classification modeling purposes. This 

process aims to ensure that all data can be processed by 

machine learning algorithms optimally. The dataset was 

then divided into training data and test data with a 

comparison of 80% of the training data and 20% of the test 

data. Data distribution was carried out using stratified 

sampling techniques to maintain the proportion of target 

classes in both subsets of data, so that the class distribution 

remained representative. 
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D. Classification Modeling 

The Logistic Regression algorithm was used as a credit risk 

classification model in this study. Logistic Regression was 

chosen because it has a simple and easy-to-interpret model 

structure, making it suitable for use in the context of 

decision-making in the financial sector [10], [11]. To 

overcome the problem of class imbalance, the model is 

configured with class weight adjustment, so that the model 

can pay more attention to the bad credit risk class. 

E. Model Evaluation 

The evaluation of model performance was carried out using 
several evaluation metrics, namely accuracy, confusion 

matrix, precision, recall, and F1-score. The recall metric in 

the bad credit class is the main focus of the evaluation 

because errors in classifying high-risk customers can have 

a significant impact on financial losses. The results of the 

evaluation are used to assess the effectiveness of the model 

in classifying credit risk as well as a basis for discussion in 

the results and discussion sections. 

 

Figure 1: Credit Risk Distribution in German Credit Dataset

III. RESULTS AND DISCUSSION 

A. Credit Risk Distribution Analysis 

The initial stage of analysis was carried out to determine the 

distribution of credit risk classes in the German Credit 

Dataset. This distribution is important for understanding the 

characteristics of the data as well as identifying potential 

class imbalances that may affect the performance of the 

classification model. 

Figure 1 shows the distribution of credit risk which consists 

of two classes, namely good credit (good) and bad credit 
(bad). It can be seen that the amount of good credit data is 

more dominant than bad credit. This condition indicates a 

class imbalance in the dataset, where the proportion of good 

credit is greater than bad credit. 

This class imbalance needs to be considered in the modeling 

process because it can cause the model to tend to predict the 

majority class. Therefore, at the modeling stage, a class 

imbalance handling strategy was applied to improve the 

model's ability to detect high-risk credit. 

B. Analysis of Categorical 

Features on Credit RiskIn addition to analyzing the 

distribution of the target class, this study also analyzed 

several categorical features to see their relationship with 

credit risk. This analysis aims to identify early patterns that 

can provide an understanding of the factors that affect credit 

risk.

 

Figure 2: Housing Ownership vs Credit Risk 
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Home Ownership- Figure 2 shows the relationship 

between homeownership status and credit risk. Based on 

this graph, credit applicants who own their own tend to have 

a higher proportion of good credit compared to applicants 

who rent a house. Meanwhile, applicants who live for free 

show a relatively smaller amount of data. These results 

show that home ownership can be one of the indicators of 

the financial stability of credit applicants. Applicants with 

own home ownership generally have a lower credit risk 

compared to applicants who do not own a home. 

 

Figure 3: Account Status vs Credit Risk 

Account Status- The next analysis is carried out on the 
account status of the credit applicant. Figure 3 shows the 

relationship between account status and credit risk. It can 

be seen that applicants with better account status, such as 

sufficient account balances, have a higher proportion of 

good credit. On the other hand, applicants with low or no 

checking account status have a larger proportion of bad 

credit. This shows that account status is one of the important 

factors in assessing credit risk, as it reflects the applicant's 

financial condition and financial behavior. 

C. Model Classification and Evaluation Results 

After initial data analysis and pre-processing of data, the 

next stage is the development of a credit risk classification 

model using the Logistic Regression algorithm. Model 

evaluation is conducted using test data to measure the 

model's ability to classify data that has never been seen 

before. 

Table 1: Performance Evaluation of Logistic Regression 

Model 

Credit Risk Class Precision Recall F1-Score 

Bad Credit 0.46 0.68 0.55 

Good Credit 0.83 0.65 0.73 

Accuracy   0.66 

In the above table 1, the results of the evaluation showed 

that the model produced an accuracy rate of 66%. Based on 

the confusion matrix, the model is able to classify most 

credit data correctly, both in good credit and bad credit 

grades. The recall value for bad credit grades reached 68%, 
which suggests that the model is quite effective in detecting 

high-risk credit applicants. 

In the context of credit risk management, the ability to 

detect non-performing loans is more important than just the 

level of accuracy. Therefore, although the accuracy value of 

the model is still moderate, the recall results on bad credit 

grades show that the model has the potential to be used as 

an initial aid in the credit risk assessment process. 

However, the precision value of the bad credit class is still 

relatively low, indicating that there are low-risk credit 

applicants who are incorrectly classified as high-risk. This 
indicates that the model still has limitations and needs to be 

further developed. 

D. Discussion 

Overall, the results show that the application of machine 

learning with the Logistic Regression algorithm can be used 

to classify credit risk based on the financial and 
demographic characteristics of the applicant. Categorical 

feature analysis shows the relationship between home 

ownership, account status, and credit risk, which is in line 

with the concept of credit scoring in banking practice. The 

obtained classification performance is consistent with 

previous studies reporting that classical machine learning 

models remain effective for credit risk assessment [4], [12]. 

However, the resulting model still has limitations in terms 

of the accuracy of classification, especially in bad credit 

grades. Therefore, this model is more appropriate to be used 

as a decision support system that assists credit analysts in 
conducting initial screening of credit applicants, rather than 

as the sole basis for decision-makingn. 
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IV. CONCLUSIONS AND SUGGESTIONS 

A. Conclusion 

Based on the results of the research that has been conducted, 

it can be concluded that the application of the Logistic 

Regression algorithm in the German Credit Dataset can be 

used to classify credit risk. The model was built to produce 

an accuracy rate of 66% on the test data, with a recall value 

for the high-risk credit class (bad) of 68%. These results 

show that the machine learning approach has the potential 

to assist the credit risk assessment process, particularly in 

identifying potentially problematic credit applicants. 
However, the classification results obtained still have 

limitations, especially in the accuracy of the classification 

of high-risk credit classes. Therefore, the proposed model is 

more appropriately used as a decision support system, not 

as the only basis for credit decision-making. 

B. Suggestions 

Based on the results and limitations of the research, some 

suggestions for further research can be submitted as 

follows. First, research can be developed by comparing 

several machine learning algorithms to obtain more optimal 

classification performance. Second, optimization of model 

parameters as well as the application of further data 

imbalance handling techniques can be considered to 

improve credit risk detection capabilities. In addition, the 

use of larger and varied datasets can also be the focus of 

future research so that the resulting model has better 

generalization capabilities. 
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