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ABSTRACT— Precinct vaticinator of users from 

online social media brings considerable research these 

days. Automatic recognition of precinct related with or 

referenced in records has been investigated for decades. 

As a standout amongst the online social network 

organization, Social-Media has pulled in an extensive 

number of users who send a millions of tweets on 

regular schedule. Because of the worldwide inclusion of its 

users and continuous tweets, precinct vaticinator on Social-

Media has increased noteworthy consideration in these 

days. Tweets, the short and noisy and rich natured texts 

bring many challenges in research area for researchers. 

In proposed framework, a general picture of precinct 

vaticinator using tweets is studied. In particular, tweet 

precinct is predicted from tweet contents. By outlining 

tweet content and contexts, it is fundamentally featured 

that how the issues rely upon these text inputs. In this 

work, we predict the precinct of user from the tweet text 

exploiting machine learning techniques namely naïve 

bayes, Support Vector Machine and Decision Tree. 

KEYWORDS— Social-media, Social-Media, Tweets, 

precinct vaticinator, Naive-Bayes, Support-Vector-

Machine, Decision -Tree, Machine- Learning 

I. INTRODUCTION 

Users may post their precinct on the following image (see 

figure 1 to 3). 

 

Figure 1: Home Precinct1 

Tweet Precinct: Mentioned Precinct:   

 

Figure 2: Home Precinct2 
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Figure 3: Block Diagram of Data Transmission 

II. RELATED WORK 

So many existing techniques have been studied by the 

researchers on precinct vaticinator problem from tweet 

content and social media content[1] 

III. PROPOSED METHODOLOGY 

Live stream of Social-Media data is collected as dataset 

using authentication keys. The aim of proposed system is to 

predict the user precinct from Social-Media content 

considering user home precinct, tweet precinct and tweet 

content. To handle this we used three machine learning 

approaches to make vaticinator easier and  finding the best 

model amongst them. Fig. 4, represents the overall 

architecture of the proposed system with methodology 

modules represented. 
 

 

Figure 4: System Architecture 

Live tweet stream from Social-Media for keyword “apple” 

is collected and stored in 'Social-Media.json’ file. Live 

Social-Media data can be collected by registering a 

consumer_key, consumer_secret,[2]   access_token, 

access_token_secret   for authentication and collecting live 

stream of tweets. We have collected more than 1000 tweets 

of particular keywords such as ‘Chennai, Mumbai, Kerala’. 

The information extracted from live includes tweetid, 

name, screen_name, tweet_text, HomePrecinct, 

TweetPrecinct, MentionedPrecinct, Lvalue.[4] 

Primary analysis was a basic processing of the text of the 

tweets. This was done by merging the collected tweets for 

a given user into a single “document” and analysing that. 

 

Figure 5: Extract Live Precinct Live Social-Media 
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A. Data Collection and Extraction 

Live tweet stream from Social-Media for keyword “apple” 

is collected and stored in 'Social-Media.json’ file. Live 

Social-Media (see figure 5) data can be collected by 

registering a consumer_key, consumer_secret[5], 

access_token, access_token_secret for authentication and 

collecting live stream of tweets. We have collected more 

than 1000 tweets of particular keyword such as ‘Chennai, 

Mumbai and Kerala’. The information extracted from live 

includes tweetid, name, screen_name, tweet_text, 

HomePrecinct, TweetPrecinct, MentionedPrecinct, Lvalue. 

Data from 'Social-Media.json’ file is read and extracted 

tweetid, name, screen_name, tweet_text, HomePrecinct, 

TweetPrecinct, MentionedPrecinct are extracted. Tweet 

text is compared with natural language tool kit package 

available in python to extract data from json file to csv is 

done here. 

B. Data Preprocessing 

Data pre-processing include the following steps, 

 Extra characters are removed from tweet text. 

 Capitalize all words to find for geo precinct 

 Remove the tweet if user home precinct not mentioned 

 Mention home precinct in tweet precinct, if user tweet 

precinct is null 

 Removes tweets if no precinct is mentioned in tweet 

text. 

Final extract geodata from tweet text. Last step is to assign 

integer value to the precincts, for example Chennai—1, 

Mumbai—2, Kerala—3. Lcoder is used to assign precinct 

as integer value.[6] 

The work is implemented using Python programming, with 

few libraries used are scikit learn, numpy, pandas, 

matplotlib, geography.[8] 

C. Naive-Bayes Classification 

Naive-Bayes classifier is the most popular and simple 

classifier model used commonly. This model finds the 

posterior probability based on word distribution in the 

document. Naïve Bayes classifier work [10] with Bag Of 

Words (BOW) feature extraction model, which do not 

consider the position of word inside the document. This 

model used Bayes Theorem for vaticinator of particular 

label from the given feature set. The dataset is split into 

trainset and test set. Upon test set, NB_model is applied to 

find the precinct vaticinator[9]. 

D. Support Vector Machine 

Support vector machine is one of most common used 

supervised learning techniques, which is commonly used 

for both classification and regression problems. The 

Pseudo-code works in such a way that each data is plotted 

as point in n- dimensional space  with the  feature values 

represents the values of each co-ordinate. 

E. Decision Tree 

Decision tree is the learning model, which utilizes 

classifications problem. Decision tree module works by 

splitting the dataset into minimum of two sets. Decision 

tree’s internal nodes indicates a test on the features, branch 

depicts the result and leafs are decisions made after 

succeeding process on training. 

Decision Tree works as follows 

 Decision tree starts with all training instances linked 

with the root node 

 It splits the dataset into train set and test set. 

 It uses information to gain and chooses attributes to 

label each node. Subsets made contain information with 

a similar feature attribute. 

 Above process is repeated till in all subset until leafs 

get generated in tree. 

 

Figure 6: Decision Tree Model 

The tree is constructed in such a way that no root to leaf 

node path contains same attribute twice. This is done 

repeatedly to construct every sub tree on the training 

instances, which is classified down through the path in the 

tree. For every record in the dataset, class label vaticinator 

problem starts with root of the tree. The root attributes are 

checked for the given record and then it checks next record 

attributes. This process continues till the value next node to 

go. The sample decision tree applied is depicted in Figure 

6. 

Implementation done as represented in the use case diagram 

given the figure 7. 
 

 

Figure 7: Decision Tree Model 

The   extracted   features   from   the   tweet   are mentioned 

below code snippet. 

(user["features"]["id"],user["features"]["name"],user["feat

ur 

es"]["screen_name"],user["features"]["tweetstext"],user["f
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ea 

tures"]["HomePrecinct"],user["features"]["TweetPrecinct"

] 

). 

Instead of attaching the geo-tags to tweets, user may 

sometimes reveal the relevant precinct by specifying their 

name or landmarks in the tweets. During pre-processing the 

precinct names are important, thus we capitalize every 

words of tweet text to identify the geo-precincts. Geo 

precinct can be processed in two ways, one is through 

recognition, label the text and if recognized then they are 

converted to precinct. Next is through disambiguation, 

which makes the entries as identified precinct. 

Table 1: Vaticinator Results 

ID Decision Tree SVM Naive Bayes 

1 1 1 1 

2 2 2 1 

3 0 0 0 

4 2 2 2 

5 1 1 1 

6 0 0 0 

7 0 0 0 

8 2 2 2 

9 1 1 1 

10 1 1 2 

IV. RESULTS AND DISCUSSIONS 

The pre-processed dataset is taken for machine learning 

process, we applied Naïve Bayes, S.V.M Pseudo-code and 

Decision Tree on the dataset (see table 1). The dataset is 

given 80% as training set and 20% as test set, we predicted 

the precinct and compared accuracy under following table 

2. 

The following table 2 shows the performance evaluation of 

three machine learning Pseudo-code namely Naive-Bayes, 

Support Vector machine (S.V.M) and Decision Tree. The 

evaluation parameters showed in the table are Accuracy of 

vaticinator. The table 2 clearly depicts that decision tree 

outperforms the other Pseudo-codes in terms of efficiency 

in accuracy. 

Table 2: Accuracy Comparison 

Pseudo-code Accuracy 

Naive-Bayes 43.67 

S.V.M 86.78 

Decision Tree 99.96 

Table 3 shows the error rates in vaticinator. There are four 

error types calculated are Mean Absolute Error (MAE), 

Mean Squared Error (MSE), Root Mean Square Error 

(RMSE) and R-squared. 

Table 3: Error Rate 

Error Types Naive-Bayes S.V.M Decision Tree 

MAE 1.06 0.13 0.02 

MSE 2.31 0.13 0.02 

RMSE 1.52 0.36 0.04 

R-Squared 0.01 0.88 1.00 

 

Figure 8: Performance Comparison 

The above figur 8 shows the experimental results achieved 

using three machine learning Pseudo-codes. Naive-Bayes 

achieves around 40% of accuracy, S.V.M Pseudo-code 

achieves around 85% of accuracy and Decision Tree 

achieves around 99% accuracy. Thus from this work, we 

can conclude that Decision Tree is the suitable Pseudo-code 

for precinct vaticinator problem in tweet texts 

V. CONCLUSION 

Three precincts are considered from Social-Media data, 

namely home precinct, mentioned precinct and  tweet 

precinct. When the Social-Media data is considered, geo-

precinct vaticinator becomes a challenging problem. The 

tweet text nature and number of characters limitation make 

it hard to understand and analyze. In this work, we have 

predicted the geo-precinct of user from their tweet text 

using machine learning Pseudo-codes. We have 

implemented three Pseudo-codes to show the better 

performed one, which  is  suitable for geoprecinct 

vaticinator problem. Our experiment analysis concluded 

that decision tree is suitable for tweet text analysis and 

precinct vaticinator problem. 
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