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ABSTRACT: Social network has increased surprising 

consideration in the most recent decade .Social network 

deals with enormous volume of composite as well as 

unstructured data and they are very hard to handle. Due to 

expanding dimensions and demand, one of the encouraging 

and interesting research field becomes social network. Data 

Mining affirms to get knowledge by discovery patterns 

among data. 

We have discussed social media mining and Social Media 

analytics. We have insights on the social media effect of 

our lives, some facts and reports from various sources. We 

have Integrated this growing research field of social 

networks with Machine Learning with one simple example 

of sentiment analysis of Twitter data using Machine 

Learning. We have also proposed the algorithms to improve 

the social media analytics results using Machine Learning. 

In this paper, we will exhibit how machine learning will 

utilizing for social networking systems like Twitter. In this 

procedure, a framework is proposed that will collect the 

tweets messages from the and we will inspect the item’s 

input to show the positive, negative, or nonpartisan tweets, 

for this this purpose we have proposed new machine 

learning algorithms Naive Bayes, maximum entropy to find 

these outputs. Our proposed Model will help new 

researchers, companies, Industries, business community, 

practitioners, new integrated application designers, and the 

global community to solve the new research problem and 

may reducing design failure rate of 80% by large through 

social media mining and networks. 

KEYWORDS: Data mining, Social media data, deep 

learning, Machine learning, Naïve Bayes, Maximum 

entropy 

I. INTRODUCTION 

Now a day’s social media is the great source of information 

for all the business community and individuals with 

multimedia options. Using these approach users may 

connect with any targeted groups to share their data and 

information in today’s competitive environment.[ 2 ] [ 5 ]  

Social media is an excellent source of information and a 

fantastic communication tool. Instead of only sharing 

photographs and videos on the site, businesses and 

individuals can make the most of it. The platform allows 

users to effortlessly and wonderfully connect with their 

target audience. Learners, professionals, scientists, and 

project managers can use social media mining to better 

comprehend the basics and potentials of social media 

mining by using social media platforms, social network 

analysis, and data mining. [3][6] 

Social networks are characterized as virtual areas where set 

of all ages can connect, distribute  information as well as 

ideas, and establish bonds [7][9]. People are represented 

and connected through a social network community. It also 

allows users to stay in touch with friends, create personal 

profiles, browse other people's profiles and connections, 

chat, and exchange personal data [10]. Twitter, Facebook, 

MySpace are  utmost frequently access social network 

sites.[41][42] 

The development of the blogosphere has given the average 

customer the capacity to impact public image and brand 

profitability. As a result, marketing companies must be 

aware of what is being said on influential blogs, how the 

expressed thoughts may affect their business, and how to 

extract business intelligence and value from these blogs. 

[4][8] 

We will use sentiment analysis in this study, which is 

critical for data mining. The computational handling of 

suppositions is known as assessment analysis. The great 

majority of the general public uses Twitter to share 

information. [1][11].  

II. RELATED TECHNOLOGIES 

A.  Data Mining 

In figure 1, Initial step is to prepare the data. Data is 

chosen and processed with the help of a domain 

specialist. Further, the prepared input is processed 

using a data mining technique. The third process is to 

determine whether the data mining algorithms 

produced important information. [14][41]. Figure 2 

describe the Predictive and Descriptive data mining 

Algorithm and Fig 3 describe the data mining 

Technique. 



International Journal of Innovative Research in Computer Science & Technology (IJIRCST) 

Innovative Research Publication  13 

Figure 1: Steps in Data Mining Process 

B. Data Mining Algorithms 

 

Figure 2: Modeling of Data Mining algorithms 

Figure 3: Data Mining Techniques 

III. DEEP LEARNING PROJECTION FOR 

SOCIAL MEDIA ANALYTICS 

Due to the rapid growth and extensive scope of social 

media (SM), assessing these data with classical techniques 

and technology has become difficult. [4]The solution to this 

problem is discovered to be DL. We explore the practiced 

DL architectures in depth by offering a taxonomy-oriented 

summary in this study (SMA). Nonetheless, rather than 

focusing on technical details, this work focuses on 

describing SMA-oriented challenges and their DL-based 

solutions. Figure 4 describe the input, hidden and output 

layer. 

Linking DL with SMA can expose reminiscent insights. 

The following are the key questions that this study aims to 

answer in terms of contribution: 

 Contribute deep learning approaches that can be used 

to create a roadmap for extracting useful insights for 

SMA. 

   Prepare a classification that determines essential 

elements for studying the semantics of the problem, 

which could be useful in building better future vision 

in a variety of SMA application. 

   Examines the advantages and disadvantages of present 

approaches. 

 Illustrates the most common application scope being 

using DL. 

 Identifies significant research issues including 

directions for future study. 
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Figure 4: Deep learning[47] 

A social net is a linked creation of social factor 

whichever nodes are social objects like people, 

organisations, web pages, and so on, and links are 

formed as relationships between them [24][28].Using 

statistical, graphical, and visual methodologies, 

researchers have developed many methods for 

network knowledge exploration and representation. 

They utilised degree to assess an individual's direct 

relevance or social relationship; community to 

measure a group's importance; and place to analyze 

people or groups capable of information flow across a 

network [32][34][41]. This is because the importance 

of employing centrality measurements to identify key 

persons, clustering techniques to identify subgroups, 

and network visualisations to characterise online 

conversions and marketplaces has been recognised. 

Traditional network analysis approaches have grown 

less successful as a result of the extraordinary 

accumulation of social-related data, fueled by the 

expansion of social media websites and inherent 

discrepancy as well as intricacy[15]. As a result, it is 

clear that machine learning will become an 

indispensable tool for social network mining in the 

next years. Psychologists work alongside machine 

learning (ML) to develop computer models for 

activities such as recognition, prediction, planning, 

and analysis, alike unpredictable conditions [21][23]. 

As a result, it's critical to investigate the synergy of 

machine learning approaches in social network 

analysis, with an emphasis on pragmatic operations 

and novel investigation. Fig 5 describe the Deep 

Learning in Social Media.  

 

Figure 5: Deep Learning In Social Media[47] 
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IV. MACHINE LEARNING FOR SOCIAL 

MEDIA ANALYTICS 

Machine learning algorithms like KNN, K-means, SVM 

can be used to accomplish this. In some circumstances, 

statistical methods are also considered non-machine 

learning methods for discovering patterns. "Statistical 

techniques are driven by the data and are used to find trends 

and develop predictive models,". [16][17]. 

A. Representation of network data [62] 

Fig 6 and Fig 7 describe Graphs and matrices are used to 

represent networks. One of the most extensively used 

skeletal net illustration and observable analytical 

investigative is the graph based view, which employs graph 

theory. Distinct colors, hues, symbols, and sizes are utilised 

to indicate the attributes or categories of different actors 

[18][20]. This aids in the comprehension of overlay actor 

relationships. To avoid overlapping, ties are sometimes 

depicted with curves rather than straight lines.  

 

Figure 6: Zachary's karate club is depicted as a sociogram. 

 

Figure 7: Social network graphical and mathematical representations 
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V. SKELETON 

This model collects comments (tweets) against long-

distance informal communication sites as well as provides a 

business context. The sentiment analysis has two layers. 

They are the sentiment analysis layer and the data 

processing layer. The main layer is in charge of data 

collection and mining, as opposed to the subsequent layer 

employs an operation to establish the info mining's 

aftereffects. 

A. Collecting Data and Preprocessing 

We will physically compile a list of tweets or comments on 

varied items, and then visit informal community gathering 

spots to collect tweets. All of the gathered tweets can be 

saved in a database and processed later. Words and their 

implications will be reviewed during the assessment 

process. Tweets concerning tattles or disconnected 

information will be discarded based on social semantic 

analysis, and true material will be vigilantly erased. Fig 8 

shows the architecture for sentiment analysis system. 

 

 

Figure 8:  Architecture for sentiment analysis system 
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B. Proposed Naive Bayes Classifier 

Knowledge: messages Msg _ {ms1, ms2, ms3 . . . msn}, 

Database: Baye’s Table ByT 

Yield: Great1 messages G _ ( g 1, g 2 . . .), 

Non-Great1 messages NG_ {ng1, ng2, ng3 . . .}, 

nonpartisan1 messages nu _ {nu1, nu2, nu3 . . .} Msg _ 

{ms1, ms2, ms3 . . .} 

Step 1:Dividing the tweet message into words tmi _ 

{wo1, wo2,wo3 . . .}, i = 1, 2, . . . n 

Step 2: If woi ByT 

+ive extremity as well as -ive extremity should be 

returned. 

Step 3:We can use the following equation to 

determine the general extremity of a word  

Log (+ive extremity) - log(−ive extremity). 

Step 4: Reiterate step 2 for each of the words until 

they are all finished. 

Step 5: To calculate the message's overall extremity, 

we must take into account the clash of all of the 

message's expressions. 

Step 6: The message could be positive or negative, 

depending on the extremity.  

Step 7: We must repeat step 1 for each of the 

messages as far as M1 is NULL.. 

C. Proposed Maximum Entropy Classifier 

Info: Mess Msg _ {ms1, ms2,ms3 . . . ,msn}, 

Database: Entropy Table EnT  

Output: 

Great1_ mess GF _ { gf 1,g f 2 . . .}, 

NonGreat1  mess NM_ {nm1,nm2, nm3 ....} 

neutral mess nu _ {nu1, nu2, nu3 ...................... } 

M _ {ms1,ms2,ms3 ... } 

Step 1: Separating a tweet message into lexis mli _ {wl1, 

wl2, wl3 . . .}, i = 1, 2, ........................................................................................... , n 

Step 2: If wli NyT. 

+ive extremity and -ive extremity should be returned 

Step 3: Associate equation {(+ive polarity) *  log(1/+ive 

extremity) −(−ive polarity) * log(1/−ive extremity)}. 

Step 4: Rerun the step 2 prior for each one of the lexis till 

end of the lexis 

Step 5: We have to rehash the step 1  as far as M1 is 

NULL, for each and every one of the messages 

VI. CONCLUSION 

Proposed approach in fig 10 is to preprocess the tweets to 

find the client estimation. The data will be saved in a 

database after the preparation stage. Machine learning 

algorithms will make use of the data that has been saved. 

We have proposed new machine learning algorithms i.e 

Proposed Naive Bayes, maximum entropy to find these 

outputs.  

 

Figure 9:  Preprocess the Twitter reviews 

Our proposed Model will help new researchers, companies, 

Industries, business community, practitioners, new 

integrated application designers, and the global community 

to solve the new research problem and may reducing design 

failure rate of 80% by large through social media mining 

and networks.  

 

Figure 10:  Messages classified as positive, negative, and neutral 
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