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ABSTRACT- The content recommendation model, 

“Development of a Movie Recommendation System - 

MoviepleX” is aimed at providing accurate movie 

recommendations to users, on the basis of similarity with 

the movie they would enter for reference, using machine 

learning algorithms, functions and metrics. It is built using 

the tmdb_5000 dataset, taken from Kaggle. The data 
consists of a number of features like cast, crew, genre, 

budget, overview, runtime, tagline, popularity, production 

unit and revenue corresponding to 4803 Hollywood 

movies that are a part of the tmdb database.  

Recommendation engines are a subclass of information 

filtering systems that seek to predict the 'rating' or 

'preference' a user would give to an item, a movie in case 

of a movie recommender. Streaming media services like 

Netflix & Disney+ Hotstar employ highly efficient content 

recommendation systems, which can play a huge role as 

game-changers in a streaming service’s success or failure. 
These content-based recommenders are what keep our 

entertainment rhythm going, serving us the best material 

out there, based on our own personal interests, choices, 

likes & dislikes. Movie recommendation systems provide 

a mechanism to assist viewers and subscribers of streaming 

platforms by classifying movies based on similar interests 

of users. A movie recommendation is important in our 

social life due to its strength in providing enhanced 

entertainment.  

The model proposed in this paper uses machine learning’s 

capability to identify patterns and build prediction and 

recommendation mechanisms using provided data. A 
machine learning web application was created for the 

recommendation engine, which was deployed onto 

Heroku, a container-based cloud Platform as a Service 

(PaaS), used to deploy, manage, and scale modern apps. 

The app deployment was made through Streamlit. By 

having a webpage for the ML - application, it has been 

made accessible and beneficial to public. 

KEYWORDS- Streaming Media, Movie 

Recommendation, Machine Learning, Heroku 

I. INTRODUCTION 

In today’s digital world where there is an endless variety 

of content to be consumed in the form of e-books, videos, 

blogs, vlogs, webseries, movies, etc. [15,18], finding the 

content of one’s liking has become an irksome task [8,11]. 

With the popularity of streaming services like Netflix 

growing at a neck-breaking speed, especially since the 

worldwide lockdown, people are engaging themselves by 

watching shows, web-series and movies more than ever. 

Digital content providers want to engage maximum users 

on their service for as long as they can. [21] This is where 

the movie recommender system developed in this paper 

can come handy, where the content providers recommend 

users the movie-content according to the users’ interests 

and choices in films.  

After all, the raging popularity of top platforms like 

Netflix, Prime Video & YouTube can largely be attributed 

to their highly efficient & accurate content 
recommendation systems. In this paper, a movie 

recommendation engine named MoviepleX is proposed to 

tackle the challenge of attracting as many viewers & 

subscribers as possible. 

A. Purpose and User’s Role 

MoviepleX designed for this paper, works based on the 
machine learning model created to suggest five movies to 

its users based on a movie they like, by checking for the 

users’ interest in various elements of the movie, like: 

 Genre  

 Plot and Overview 

 Starcast 

 Director, and other features.  

On the webpage that allows a user to access the 

recommendation application, the user is simply required to 

choose from a drop down menu or enter the name of a 

movie they’d like to see more movies like, and voila! They 
would be presented with 5 similar movies with their 

posters & brief overview for reference. It’s as simple as 

that to use. 

B. A Suite of Python Modules used 

Python programming language is used to design the model 

in Jupyter Notebook [24-25]. Several extensive Python 
Libraries were used to bring this work to life, listed as 

follows: 

 ast 

 nltk 

 PorterStemmer 

 CountVectorizer 

 cosine_similarity 

 Pickle 
 

II. BACKGROUND AND LITERATURE 

REVIEW 

Content-based Filtering Recommendation Engines suggest 

recommendations based on the item metadata [9], the main 

https://en.wikipedia.org/wiki/Tu_Jhoothi_Main_Makkaar#cite_note-3
https://en.wikipedia.org/wiki/Tu_Jhoothi_Main_Makkaar#cite_note-3
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idea being that if a user likes an item, then he or she will 

also like items similar to it. The methodology taken up to 

develop the algorithm which compares the similarity 

between two movies can be explained using an example of 

cosine distances. The cosine distance between the vectors 
of the item and the user can be used to determine its 

preference to the user. The vector for a user would have a 

positive number for actors that tend to appear in movies the 

user likes and negative numbers for actors the user doesn’t 

like.  

A. Literature Review 

Recommender systems have become an important research 

field since the emergence of the first paper on collaborative 

filtering [10,12,16] in the mid-1990s. In the earlier 

approaches, it was mainly AI, ML and Data Mining which 

was used to create such systems. Research in movie 

recommenders has followed the principle that a 

recommendation method should be capable of noticing 

preferences involuntarily to make playlists accordingly. 

Most articles and papers published have implemented the 

data mining techniques of K-nearest neighbor algorithm, 

clustering and association rules [17], as can be seen below: 

 

Figure 1: Distribution of Articles by Data Mining 

Techniques 

 

Author & Reference Approach and Techniques Used 

Kim Mucheol et al. 
[1] 

i. Interactive movie recommendation engine that constructs adapted suggestion of films in 
online communities 

ii. Develops the grouping conscious community network model capable of limiting dynamics 
of socially mediated details communicated in communal networks 

Colombo et al. 
[2] 

i. RecomMetz - a mobile recommender dependent on context-aware knowledge 
ii. Uses Semantic Web technologies – competent & effective 

iii. In free time domain only for movie show times 

Fernandez et al. 

[3] 

i. Slope One algorithm for calculating the specific prophecy 
ii. Multiplicative Utilitarian Strategy as a replica to give suggestions to a whole crowd of 

cinema goers 

Symeonidis et al. 
[4] 

i. MoviExplain’ - perfect and justifiable recommendations 
ii. Allows user to verify reasoning behind a recommendation 

Christakou et al. 
[5] 

i. semi-supervised learning dependent clustering technique 

ii. merges collaborative and content - based information 
iii. checked on Movie Lens DS, high precision 

Rattanajit et al. 
[6] 

i. Naive Bayes approach for doing pseudo ratings reliant on categorized multi criteria of 
client preferences; accurate 

ii. multi regression used to examine appropriate information of client to include multiple 
dimensions 

iii. created on a movie domain called Modernize Movie 

Nanou et al. [7] 

i. problems associated with movie recommendations 
ii. survey of former techniques, different methods compared; other popular recommenders 

focused on user opinion and approval 
iii. most effective method - “planned outline”, “textbook & videotape” interfaces 
iv. strong constructive association originated between client opinion and approval 

Luis M Capos et al. [19] 
i. both content based and collaborative filtering have their own drawbacks 

ii. proposed new system - combination of Bayesian network & collaborative filtering 
iii. optimized for given problem, provides probability distributions for useful inferences 

Harpreet Kaur et al. 
[20] 

i. hybrid system - mix of content and collaborative filtering algorithm 
ii. context of the movies; user - user as well as user - item relationship considered 
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From clustering techniques dependent on semi - supervised 

learning to semantic web technologies and Naive Bayes, 

there has been a plethora of different techniques people 

have applied in establishing a model to recommend 

movies, based on content filtering as well as collaborative 
filtering. Inspite of the presence of examples on the 

internet based on the cosine_similarity technique used in 

this paper, no past works using such an approach were 

covered in this literature survey. 

Hence, it can be concluded that the research conducted on 

movie recommendation engines so far yields that they pose 

the most effective solution addressing the rising problem 

of data and information overload. They facilitate choice-

making by saving time and energy. 

Prospects in this field may focus on enhancement of the 

existing models, methods, techniques and algorithms used 

so that the recommendation systems’ predictions and 
quality can be improved. 

III. METHODOLOGY AND DESIGN 

The content-based movie recommender developed in this 

paper works with the movie preference data provided by 

the user. The basic design blueprint of the entire process 

which took place behind the scenes while developing the 

recommendation engine can be seen in Fig. 3.1 [28-29]. 

The machine learning model compares the entered movie’s 

characteristics to other movies’ in the data base. Then it 
outputs the names of the five movies with genre, actors, 

overview, etc. that are most similar to the movie entered 

by the user.  

The overall scope of the work involved in building the ML-

powered recommender can be listed out as follows: 

 Understanding the problem and final goal 

 Dataset collection 

 Data preparation and pre-processing 

 Vectorising the important key word determinants in the 

data 

 Measuring the angle between the vectors to check for 

similarity 

A. Data Pre-Processing 

1) Data Filtering and Noise Removal 

It is very crucial to make the data useful because unwanted 

or null values (NaN) can cause unsatisfactory results or 

may lead to lower accuracy. Necessary operations need to 

be performed on the DataFrame to replace null or missing 

values with default values or to remove rows consisting 

absent values. Data filtering and removal of unnecessary 

variables was performed for the datasets which were first 

merged into a single dataset. It further underwent suitable 

type conversions, using methods like literal_eval. 

2) Feature Selection & Engineering 

Feature selection is a crucial step for selecting the required 

elements from the data set which enable improved 

performance measurement. Thus, having only significant 

features and reducing the number of irrelevant attributes 

and values increases the accuracy of recommendation. It 

was applied on this work’s data using the max_features 

parameter while defining the CountVectorizer function. 

 
Figure 2: Methodology Blueprint Flowchart

Unnecessary columns from the data are eliminated , i.e., columns which contain information on factors that 
don’t really influence a viewer’s opinion of a movie. Eg. - Movie Budget, Crew, Producers, Runtime, etc.

The data originally consists of a string of lists containing duplicates, null values & additional, unrequired info, 
like Item IDs. So its datatype is converted into list, using the literal_eval method. Out of the many cast & 
crew members listed for each film, the first three actors’ names, along with the director of the movie are 

included while the rest are discarded, being irrelevant. 

To avoid confusion between similar strings containing blank spaces, for example the names of two cast or 
crew members whose first names are the same, but surnames are different, the blank spaces are eliminated to 

produce a single string.

The movie overview, genre, keywords, cast & crew are all concatenated together under a single column, ‘tags’ 
whose datatype is converted from list to string.

The PorterStemmer algorithm is then used to remove the commoner morphological and inflexional endings 
from various words in the overview, genre, etc.

CountVectoriser function is applied to transform the 5000 most frequently occurring words out of the text of 
the tags column into vectors

The tags column’s data is converted into an array and fit_transform() function is applied

The cosine_similarity function is used to measure the similarity between the vectors the different tags are 
converted into. A suitable function is created for the remaining final steps of the procedure to display five 

movies’ names based on the name entered by the user.

The resultant predictions are made on the basis of Cosine_Similarity() (Machine Learning), wherein 
parameters obtained as a result of using CountVectorizer() are passed to compare the similarity between 

movies
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B. Data Scaling - Fitting and Transformation 

Model fitting is a measure of how well a machine learning 

model generalizes to similar data to that on which it was 

trained. A model that is well-fitted produces more accurate 

outcomes. The fit_transform() function has been used on 

the tags column data to scale it. Here, the model will take 

the 5000 most relevant or say, important words of the 

column containing info on overview, genre, cast, etc. of the 

movie and use stop_words of English. 

IV. ARITHMETIC USED – COSINE 

SIMILARITY 

Vectorization was applied on the text of the tags column, 

containing key information on every movie, like its 

genre, overview, cast and director [26-27]. It was 

converted into numerical vectors (in the form of a sparse 

matrix) using CountVectorizer function, to make the task 

of comparison between two movies easier. To measure 

the cosine angle between every vector, the 
cosine_similarity function was used.  

Cosine similarity is a measure of similarity, often used to 

measure document similarity in text analysis. The 

following formula is used to compute it: 

Similarity  =  (A.B) / (||A||.||B||) 

where A and B are vectors. 

 A.B is dot product of A and B: computed as the sum of 

element-wise product of A and B 

 ||A|| is L2 norm of A: computed as the square root of the 

sum of squares of elements of vector A 

Euclidean (L2) normalization projects the vectors onto 
the unit sphere, and their dot product is then the cosine of 

the angle between the points denoted by the vectors.  

Each item is stored as a vector of its attributes in an n-

dimensional space [14]. The value of cosine will increase  

with decreasing value of the angle which signifies more 

similarity. Vectors are length normalized (of length 1) and 

then the cosine calculation is simply the sum-product of 

vectors. 

 

Figure 3: Diagrammatic Representation of Cosine 

Similarity 

V. IMPLEMENTATION AND RESULTS 

DISCUSSION 

Experimentation on the dataset was done by merging & 

concatenation of datasets, columns and attributes values. 

 

 

 

 

 

 

Figure 4: Streamlit Application - Screenshot 1 
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Unrequired attributes like production unit, runtime, 

budget, spoken languages, word count, ID, homepage, etc., 

were removed from the dataset for more accurate details 

[13] and to reduce computation load and time. The movies 

recommended by the engine are similar to the movie 

entered for reference. Hence, the results are accurate. 

 

Figure 5: Streamlit Application - Screenshot 2 

After designing the recommendation engine, the pickle 

module of python was used to save the serialized ML 

model to disk. It was then loaded in the app.py file. A 

webpage app layout was designed using Streamlit. 

VI. CONCLUSION AND FUTURE WORK 

The cosine similarity method used to measure the 

similarity between movies is a novel and unique method to 

create the algorithm of a recommender as seen in research 

on past works. MoviepleX proposed in this paper requires 

no user information, subscriptions or any other data, other 

than the name of a movie the user would like to watch 

another movie like – that’s where this paper can prove to 

outshine its counterparts in the existing system based off 
user info. 

This paper can be carried further to next steps of working 

with stronger performance & enhanced accuracy by 

creating the right mix of ML & DL [22,23]. Given how 

simple and straightforward the programming is, there 

should be no problem studying it and taking it to the next 

level in prospects. 
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